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a b s t r a c t 

A limited-preview filtered B-spline (FBS) approach for minimizing errors in tracking a desired trajectory is 

presented. In the full-preview FBS approach, the feedforward control input to a stable linear system, with 

or without non-minimum phase zeros, is decomposed into B-spline basis functions with unknown coef- 

ficients; the basis functions are forward filtered using the (modeled) dynamics of the system, and their 

coefficients selected to minimize tracking errors of the entire trajectory in one batch. Instead, this paper 

proposes the use of a receding horizon to recursively compute unknown coefficients that minimize track- 

ing errors for small batches (subsets) of the trajectory at a time, by exploiting the local property of B- 

splines. This allows optimal control signals to be determined at much lower computational cost compared 

to full-preview FBS, thus enabling online implementation on real-time controllers. The adverse effects of 

limited preview on tracking accuracy, relative to full preview, are analyzed, and limited-preview FBS is 

shown in numerical examples to preserve the versatility of full-preview FBS in tracking systems irrespec- 

tive of their zero locations. The practicality and effectiveness of the limited-preview FBS approach are 

demonstrated by employing it for online feedforward compensation of tracking errors caused by struc- 

tural vibrations of a stepper-motor-driven 3D printer. Alleviation of vibration-induced surface waviness 

and layer-to-layer registration errors, without sacrificing print speed, are demonstrated. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

Tracking control aims to minimize the errors of a system’s out-

ut(s) in following a desired trajectory. A feedforward controller

ses a priori knowledge of a given system and its input(s) to influ-

nce the system’s output(s) in a pre-defined way; it is very often

sed in tracking control applications to augment feedback control,

hich has limited tracking accuracy because it must wait for er-

ors to develop before reacting to them. Moreover, in some track-

ng control applications – as in stepper-motor-driven 3D printers

feedback control is infeasible due to lack of sensing of the con- 

rolled variables; hence, in these cases, feedforward is the only re-

ourse for control. Excellent tracking performance can be achieved

sing feedforward control by direct inversion of a sufficiently accu-

ate model of a system (i.e., pole-zero cancellation) [1] . However,

hen applied to systems with non-minimum phase (NMP) zeros,

irect model inversion gives rise to unstable control inputs which

re unacceptable [1] . Non-minimum phase zeros are prevalent in
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ractice. For example, they occur in systems with fast sampling

ates [2] , as well as in systems with non-collocated placement of

ensors and actuators [3] . Therefore, it is of great practical benefit

or a feedforward tracking control method to perform satisfactorily

hen applied to minimum phase (MP) systems, as well as systems

ith NMP zeros. 

There have been several feedforward tracking control meth-

ds reported in the literature that are applicable to linear sys-

ems with NMP zeros. The simplest methods are NMP zero ignore

NPZ-ignore), zero phase error tracking controller (ZPETC), and

ero magnitude error controller (ZMETC) [1,4] . However, depend-

ng on the system and the performance specifications, NPZ-ignore,

METC and ZPETC may not yield satisfactory tracking performance

ue to the approximations involved [4] . To improve tracking ac-

uracy, advanced methods have been developed, e.g., extended

andwidth ZPETC [5] , truncated series [6] , direct inversion with

ounded reference trajectories [7–11] , approximate frequency do-

ain inversion [12] , H ∞ 

matching [13,14] , B-spline-based tracking

ith preview using iterative learning control [15] , spline filtering

ith feedback [16,17] , causal/anti-causal dynamics decomposition

18] , etc. A major problem faced by most of the advanced methods

e.g., [7,8,10,11,18] ) is that they require full preview (i.e., full knowl-
line approach to tracking control – With application to vibration- 
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Nomenclature 

a, b zero and pole of simulated first order 

discrete system 

A r , B r , C r state-space representation of recursion 

error dynamics 

C tracking controller 

E number of discrete points minus one 

e , ē tracking error vector of FPFBS and 

LPFBS 

�e R recursion tracking error due to limited 

preview 

�e T ( �êT ) (approximated) tracking error due to 

system dynamics truncation 

ḡ , g normalized and un-normalized (open- 

ended) knot vector 

H , H ( ̄H ), h k ( ̄h k ), h ss system, its (truncated and rescaled) 

lifted domain representation, its (trun- 

cated and rescaled) impulse response, 

and its DC gain 

i, j, k indices of preview windows, basis func- 

tions, and time steps 

K gain of simulated first order discrete 

system 

L knot vector spacing 

L C ( L C,min ) (minimum) preview horizon length 

L H finite impulse response approximation 

length 

L r ( n r ) the number of non-empty rows 

(columns) in N̄ PC 

m B-spline degree 

M A recursion error dynamic matrices in 

control canonical form 

n B-spline number of control points mi- 

nus one 

n b , n f minimum preview window needed to 

account for the contributions of the 

non-zero portions of N̄ PC and N̄ CF 

n C ( n up ) number of control points evaluated 

(updated) in each preview window 

N j,m 

, N basis function and basis function ma- 

trix 
˜ N j , m 

, ˜ N filtered basis function and filtered basis 

function matrix 

N̄ j , m 

, N̄ , � ˜ N truncated filtered basis function, trun- 

cated filtered basis function matrix, N̄ –
˜ N 

N̄ PC ( N PC ), N̄ CF partition of N̄ ( N ) indicating effect from 

past to current, and from current to fu- 

ture. 

N̄ up first n up columns of N̄ C 

p , p̄ , �p control points of FPFBS without trun- 

cation, with truncation and correspond- 

ing difference 

�p̄ up ,i deviation of updated control points in 

i th preview window due to limited pre- 

view 

t ( t k ) (discrete) time 

T s sampling time 

u , u control input as time series and vector 

ū up control input vector updated within 

current batch 

x , x actual output as time series and vector 
 

Please cite this article as: M. Duan et al., A limited-preview filtered B-sp
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x d , x d desired output as time series and vec- 

tor 

X P , X C , X F past, current, future partition of vec- 

tors or matrices X with respect to pre- 

view window under evaluation, where 

X ∈ { x d , ē , p̄ , �p̄ , N̄ , N } 

ξ B-spline curve parameter representing 

normalized time 

σ max, N ( σmin , ̃ N ) maximum (minimum) singular value of 

N ( ̃  N ) 

dge) of the entire desired trajectory, which presents significant

omputational challenges for online implementation when the de-

ired trajectory has a large number of samples (i.e., long duration).

oreover, they are not applicable in certain practical situations

here only subsets of the desired trajectory are known before-

and, as in most modern computer numerical controllers (CNCs)

hich calculate desired trajectories in small batches using a look-

head feature [19] . Some work has been done on alleviating the

equirement for full preview in certain advanced methods. For ex-

mple, a limited-preview approximate solution to full-preview sta-

le inversion [7,8] is proposed in [9] , and in [15] iterative learning

ontrol is incorporated into the method using B-spline decomposi-

ion, to address model uncertainty. However, most of the advanced

ethods (whether with full or limited preview) are not versatile

n terms of the systems and/or the desired trajectories to which

hey are applicable (e.g., the methods in [9,15] cannot be applied to

on-hyperbolic systems) – see [20] for a more detailed discussion

f this matter. Moreover, some advanced methods exhibit tracking

erformance that varies significantly depending on NMP zero loca-

ion (in the complex plane) [20] . 

The filtered basis function (FBF) method [20–24] is an elegant

ethod for tracking control of linear systems (with or without

MP zeros). It assumes that the desired trajectory to be tracked

s fully known and that the control trajectory can be decomposed

nto a set of basis functions with unknown coefficients. The ba-

is functions are forward filtered using the (modeled) dynamics of

he system and the coefficients are selected to minimize the er-

ors in tracking the desired trajectory. The authors have shown in

rior work [20,22] that the FBF method is very versatile with re-

ard to the systems and desired trajectories to which it is applica-

le, and its tracking performance has been observed in case stud-

es to be much less susceptible to NMP zero locations compared to

ther methods [20,22] . Moreover, interesting features can be incor-

orated into the FBF method through a proper choice of basis func-

ions. For example the filtered B-spline (FBS) method, which uses

-splines as basis functions, was proposed by the authors as an el-

gant way of introducing tracking error weighting [22] , constraint

andling properties [25] , and control effort tradeoff [26] into the

BF method. They demonstrated the FBS method’s ability to sig-

ificantly improve the tracking and contouring accuracy of a man-

facturing machine experiencing unwanted vibration, without any

eduction in total motion time [25] . However, a major shortcoming

f FBS (and other FBF methods – that use other basis functions) is

hat it requires full preview of the desired trajectory. It is therefore

esired to relax the full-preview requirement of the FBS method,

o make it online implementable, while retaining its versatility. Ac-

ordingly, the major contributions of this paper are in: 

1. Proposing a limited-preview FBS method which uses a receding

horizon to recursively compute B-spline coefficients that mini-

mize tracking errors for small subsets of the desired trajectory,

by exploiting the local property of B-splines [27] . 

2. Analytically deriving conditions that explain the effects of em-

ploying limited-preview FBS on tracking accuracy, relative to
line approach to tracking control – With application to vibration- 
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Fig. 1. Block diagram for tracking control using FPFBS method. 
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full-preview FBS, and showing numerically that limited-preview

FBS retains the versatility of the full-preview FBS method. 

3. Demonstrating the effectiveness and practicality of the pro-

posed limited-preview FBS method via online feedforward com-

pensation of tracking errors caused by structural vibrations of

a stepper-motor-driven 3D printer commanded to follow very

lengthy trajectories. 

The outline of the paper is as follows: Section 2 provides an

verview of the full-preview FBS method. Section 3 then details

he proposed limited-preview FBS method, and provides a theoret-

cal and numerical analysis of its tracking accuracy and computa-

ional efficiency relative to the full-preview FBS method. The sys-

em identification, modeling and feedforward control of a desktop

D printer using the proposed limited-preview FBS method is pre-

ented in Section 4 , along with results and discussions, followed

y conclusions and future work. 

. Overview of full-preview filtered B-spine approach 

Consider the stable linear time-invariant (LTI) discrete-time sys-

em (given by transfer function H ( q )) shown in Fig. 1 , controlled by

 feedforward tracking controller, C , where q is the forward shift

perator. The system H ( q ) is assumed to have nonzero DC gain, and

ould represent an open-loop plant or closed-loop controlled sys-

em [4] . Given a desired trajectory, x d ( k ), where 0 ≤ k ≤ E, k ∈ Z

nd E + 1 is the number of discrete points in the trajectory, the ob-

ective of tracking control is to design C such that the control tra-

ectory, u ( k ), after passing through H ( q ), results in an output tra-

ectory x ( k ) that is sufficiently close to x d ( k ). In the full-preview

BS (FPFBS) approach [22,25] , x d is assumed to be entirely known

 priori and u is expressed as 

 

 

 

 

u (0) 
u (1) 

. . . 
u (E) 

⎤ ⎥ ⎥ ⎦ 

 ︷︷ ︸ 
u 

= 

⎡ ⎢ ⎢ ⎣ 

N 0 ,m 

( ξ0 ) N 1 ,m 

( ξ0 ) · · · N n,m 

( ξ0 ) 
N 0 ,m 

( ξ1 ) N 1 ,m 

( ξ1 ) · · · N n,m 

( ξ1 ) 
. . . 

. . . 
. . . 

. . . 
N 0 ,m 

( ξE ) N 1 ,m 

( ξE ) · · · N n,m 

( ξE ) 

⎤ ⎥ ⎥ ⎦ 

︸ ︷︷ ︸ 
N 

⎡ ⎢ ⎢ ⎣ 

p 0 
p 1 
. . . 

p n 

⎤ ⎥ ⎥ ⎦ 

︸ ︷︷ ︸ 
p 

(1) 

here N is the matrix of B-spline basis functions of degree m , p is

 vector of n + 1 unknown coefficients (or control points), j = 0,

,…, n , and ξ ∈ [0, 1] is the spline parameter, representing normal-

zed time, which is discretized in (1) into E + 1 uniformly spaced

oints, ξ 0 , ξ 1 , …, ξ E . The real-valued basis functions, N j,m 

( ξ ), are

iven by [27] 

 j,m 

( ξ ) = 

ξ − ḡ j 

ḡ j+ m 

− ḡ j 
N j,m −1 ( ξ ) + 

ḡ j+ m +1 − ξ

ḡ j+ m +1 − ḡ j+1 

N j+1 ,m −1 ( ξ ) 

N j, 0 ( ξ ) = 

{
1 ḡ j ≤ ξ ≤ ḡ j+1 

0 otherwise 
(2) 

here ḡ = [ ̄g 0 ḡ 1 . . . ḡ m + n +1 ] 
T is a normalized knot vector defined

ver [0,1]. For convenience, ḡ is assumed to be uniformly spaced;

.e. 

¯
 j = 

{ 

0 0 ≤ j ≤ m 

j−m 

n −m +1 
m + 1 ≤ j ≤ n 

1 n + 1 ≤ j ≤ m + n + 1 

(3) 
Please cite this article as: M. Duan et al., A limited-preview filtered B-sp
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Similar to u , let vectors x d and x represent the E + 1 discrete

oints of x d and x , respectively. Accordingly, based on the defini-

ion of u in (1) , x can be written as 

 = 

˜ N p (4) 

here ˜ N is the filtered B-spline matrix, acquired by passing each

olumn of N through the dynamic system H , or its model. Accord-

ngly, the tracking error can be written as 

 = x d − x = x d − ˜ N p (5) 

y minimizing the two-norm of the tracking error, the optimal

ontrol points are given by the well-known least-squares solution

22] 

in 

p 

((
x d − ˜ N p 

)T (
x d − ˜ N p 

))
⇒ p = 

(
˜ N 

T ˜ N 

)−1 
˜ N 

T x d (6) 

ote that the calculation of the optimal p requires full preview

f the desired trajectory x d ; the optimal control input, u = Np , is

hus generated offline and then sent to system H , as discussed in

22,25] . 

. Description and analysis of limited-preview filtered B-spline 

pproach 

.1. Limited-preview FBS approach 

In contrast to the FPFBS approach described in the preceding

ection, the proposed limited-preview FBS (LPFBS) approach gen-

rates optimal feedforward control inputs in sequential batches,

ased on a moving preview window (receding horizon) applied

o the desired trajectory, x d . Since x d is not assumed to be fully

nown a priori, the knot vector can no longer be normalized over

0,1] (as in (3) ) using the total number of samples in the trajectory

 E + 1), and the total number of control points ( n + 1). Therefore,

n un-normalized and open-ended knot vector is defined as 

 j = 

{
0 0 ≤ j ≤ m 

( j − m ) L T s j ≥ m + 1 

(7) 

here L ≥ 1 represents the uniform spacing of the knot vector el-

ments as an integer multiple of sampling time T s ; i.e., 

 j+1 − g j = L T s ( j = m, m + 1 , ... ) (8) 

ote that L also represents the spacing (in terms of number of dis-

rete samples) between consecutive N j,m 

, for j ≥ m + 1; there-

ore, smaller L implies a larger number of control points (for a

iven length of trajectory) which generally improves tracking ac-

uracy at the expense of higher computational cost (larger ma-

rix sizes) [20,22] . Notice that the terminal elements of ḡ j (i.e., for

 + 1 ≤ j ≤ m + n + 1 ) in (3) are not included in the open-ended g j ,

ince n is not necessarily known. With the un-normalized g j , N j,m 

s expressed as a function of t by replacing ξ with t and ḡ j with g j 
n (2) , and the function is sampled at t k = kT s to formulate N as in

1) . 

One significance of the knot vector is that it defines the sup-

ort (i.e., domain of influence) of N j,m 

. The support, supp( f ( t )), of a

unction f ( t ) is the domain t for which f ( t ) � = 0. Based on (2) and

7) , the support for each N j,m 

is given by 

upp (N j,m 

(t)) = 

{
[ 0 , ( j + 1 ) LT s ] j < m 

[ ( j − m ) LT s , ( j + 1 ) LT s ] j ≥ m 

(9) 

otice that each N j,m 

has finite (compact) support, implying that it

as a localized domain of influence. This is a key property of B-

plines that facilitates LPFBS, because it limits the influence of any

articular control point on its neighbors. The problem, however, is

hat supp( 
∼
N j , m 

( t )) is infinite, in the common scenario where H ( q )
line approach to tracking control – With application to vibration- 
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Fig. 2. Pictorial view of N̄ ’s structure. 
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is an infinite impulse response (IIR) filter. To circumvent this prob-

lem, if H ( q ) is an IIR filter, ˜ N is approximated by its truncated ver-

sion, N̄ , such that 

supp 

(
N̄ j,m 

(t) 
)

= supp 

(
N j,m 

(t) 
)

∪ [ ( j + 1 ) L T s , ( j + 1 ) L T s + L H T s ] 

(10)

In other words, the IIR filter H ( q ) is approximated by a finite im-

pulse response filter of length L H ; hence the support of N̄ j , m 

( t ) is

extended by duration L H T s . The approximation of ˜ N with N̄ is rea-

sonable because H ( q ) is assumed to be stable hence its impulse

response { h k } is guaranteed to converge to zero as k grows. (Need-

less to say that if H ( q ) is an FIR filter of length L H then N̄ = 

˜ N –

i.e., no approximation is needed). For the purposes of LPFBS where

the tracking problem is solved in small windows (batches) using N̄

instead of ˜ N , (5) can be redefined and written in partitioned form

as 

ē = x d − N̄ ̄p ⇔ 

⎡ ⎣ 

ē P 

ē C 

ē F 

⎤ ⎦ = 

⎡ ⎣ 

x d , P 

x d , C 

x d , F 

⎤ ⎦ −

⎡ ⎢ ⎣ 

N̄ P 0 0 

N̄ PC N̄ C 0 

0 N̄ CF N̄ F 

⎤ ⎥ ⎦ 

⎡ ⎣ 

p̄ P 

p̄ C 

p̄ F 

⎤ ⎦ (11)

where the bar ( −) accent attached to e and p indicate that they are

defined in terms of N̄ (instead of ˜ N , as in (5) ); subscript C indicates

a quantity pertaining to the current window (e.g., x d,C is the sub-

set of the desired trajectory currently being evaluated); subscripts

P and F denote quantities pertaining to the past and future, rela-

tive to the current window. Note that the lower triangular nature

of N̄ is due to causality, while the zero submatrix at the lower left

corner of N̄ arises because of the finite support of N̄ j , m 

( t ). Given a

current subset x d,C of x d , as well as its past values, x d,P , the LPFBS

method seeks to approximately determine current control points

( ̄p C ) that minimize current errors ē C without considering x d,F (fu-

ture values of x d ). This is achieved via the local least-squares solu-

tion given by 

p̄ C 
∼= 

(
N̄ 

T 
C ̄N C 

)−1 
N̄ 

T 
C 

(
x d , C − N̄ PC ̄p P 

)
(12)

where p̄ P are the control points already determined in past itera-

tions of the same local least-squares solution. The implication of

(12) is that p̄ C optimally fits the portion of x d within the current

preview window ( x d , C ), while taking into consideration the contri-

butions from past control points ( ̄p P ). The matrix N̄ C has dimen-

sions L C × n C , where L C represents the number of time steps con-

sidered in the current preview window, and n C is the associated

number of control points. The preview windows are overlapped to

facilitate continuity. This is achieved by using only n up of the n C 
control points calculated from (12) to update the control input for

the next Ln up time steps; i.e., 

ū up = 

[
I Ln up 

0 

]
( N C ̄p C + N PC ̄p P ) ( n up < n C ) (13)

where ū up represents the control inputs updated within current

window, and N C , N PC are submatrices of the unfiltered basis func-

tion matrix, N , obtained following the same partitioning rule and

notation applied to N̄ in (11) . For the next batch, N̄ C and N C ad-

vance in time by L n up steps, while N̄ P , N P , and the other subvec-

tors/submatrices associated with N̄ and N are adjusted accordingly.

This process is repeated recursively until the end of the desired

trajectory. Fig. 2 graphically illustrates the relationships among

N̄ j , m 

, L , n C , L C , n up and Ln up within the matrix structure of N̄ ; note

that variables L r and n r appearing in the figure are defined in the

remarks below. 

Remarks. 

1. Apart from its first m columns (basis functions) with varying

support, the matrix N̄ has a uniform banded structure (see
Please cite this article as: M. Duan et al., A limited-preview filtered B-sp

induced error compensation of a 3D printer, Mechatronics (2017), http
Fig. 2 ). It therefore makes sense to initialize the recursive op-

timization by determining the first m control points using the

portion of x d associated with the first m columns of N̄ , and

then apply a fixed preview window ( ̄N C ) of size L C × n C to the

rest of x d . Another way of initializing the optimization is to ap-

pend mL additional elements to the beginning of x d such that

x d (0) = x d (1) = … = x d ( mL ). This way the first m control points

are given by x d (0)/ h ss , where h ss � = 0 is the DC gain of H ( q ). 

2. The length L C of the fixed preview window should be selected

such that L C ≥ L C,min given by 

L C , min = L H + ( m + 1 ) L ︸ ︷︷ ︸ 
supp ( ̄N j,m )for j≥m 

+ ( n up − 1 ) L ︸ ︷︷ ︸ = L H + ( n up + m ) L (14)

The implication of (14) is that the window should at least cover

the support of the first n up basis functions associated with x d,C 

(see Fig. 2 ). This condition also guarantees the existence of the

zero submatrix at the bottom left corner of N̄ shown in (11) .

Moreover, selecting n C such that L C = n C L ensures that N̄ C has

sufficient number of non-zero elements in all of its columns

(see Fig. 2 ); this avoids ill-conditioned N̄ C , and is preferred in

the pseudoinverse operation in (12) . 

3. With the use of a fixed preview window, N̄ C is unchanged

throughout the optimization. As such, to reduce computational

cost, the pseudoinverse of N̄ C can be calculated offline, stored in

a computer’s memory and then implemented online as a con-

stant multiplier at each iteration of the recursive optimization. 

4. Although the terms N̄ PC ̄p P in (12) and N PC ̄p P in (13) seem to

include all past control points, in reality, only the last n r control

points of p̄ P need to be considered. This arises from the fact

that N̄ PC is empty except for the L r × n r portion in its top right

corner (see Fig. 2 ), where 

L r = L H + mL ; n r = 

⌈ 
L H 
L 

⌉ 
+ m (15)

and �  indicates a rounding-up operation to the closest integer.

.2. Theoretical analysis of errors of LPFBS relative to FPFBS 

There are two key sources of error in the LPFBS approach rela-

ive to the FPFBS approach, namely: (i) Truncation error ( �e T ): The

rror induced by determining control points using the truncated N̄

s opposed to using ˜ N , (assuming full preview in both cases); and

ii) Recursion error ( �e R ): The error induced by using N̄ to deter-

ine control points recursively with limited preview as opposed

o full preview. This section seeks to theoretically analyze the ef-

ects of these errors separately. The total error in LPFBS relative to

PFBS is the sum of these two errors. The analysis provides insights

n how to properly select parameters of LPFBS, as is illustrated nu-

erically in Section 3.3 . 

.2.1. Analysis of truncation error 

Recall from (5) and (11) that p and p̄ are the control

oints determined with full preview using ˜ N and N̄ , respectively.
line approach to tracking control – With application to vibration- 
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Fig. 3. Partitioning of N̄ PC and N̄ CF according to past and future updates. 
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ccordingly [28] , 

˜ 
 

T 
(

˜ N p − x d 

)
= 0 ; N̄ 

T 
(
N̄ ̄p − x d 

)
= 0 (16) 

et us further define perturbations �p and � ˜ N as 

¯  = p + �p ; N̄ = 

˜ N + � ˜ N = 

˜ N + 

(
H̄ − H 

)
N (17)

here H and H̄ are respectively the convolution matrices (lifted

epresentations) of system H ( q ) and its truncated approximation

of FIR length L H ) rescaled such that the FIR approximation main-

ains the same DC gain as H ( q ). Note that � ˜ N does not alter the

ear-diagonal terms of ˜ N , and matrices ˜ N and N̄ share the same

atrix rank. The least-squares solution is continuous with respect

o perturbation when the matrix rank is preserved [28] . Substitut-

ng (17) in (16) and extracting only the first-order terms yields 

p = 

(
˜ N 

T ˜ N 

)−1 
� ˜ N 

T 
(
x d − ˜ N p 

)
−
(

˜ N 

T ˜ N 

)−1 
˜ N 

T � ˜ N p (18) 

ccordingly, the first-order approximation of the truncation error,

êT , is derived as 

ˆ e T = 

˜ N �p = 

˜ N 

(
˜ N 

T ˜ N 

)−1 
� ˜ N 

T e − ˜ N 

(
˜ N 

T ˜ N 

)−1 
˜ N 

T � ˜ N p (19) 

here e represents the tracking error in the absence of truncation

calculated based on p ). From the definition of matrix norms and

ingular value decomposition [28] , 

˜ N 

(
˜ N 

T ˜ N 

)−1 
∥∥∥

2 
= 

1 
σmin , ̃ N 

;
∥∥∥ ˜ N 

(
˜ N 

T ˜ N 

)−1 
˜ N 

T 

∥∥∥
2 

= 1 ;

� ˜ N 

∥∥
2 

≤
∥∥H̄ − H 

∥∥
2 
‖ 

N ‖ 2 ≤ σmax , N 

∥∥∥∥ L H ∑ 

k =0 

h̄ k q 
−k −H ( q ) 

∥∥∥∥
∞ 

(20) 

here σ
min , ̃  N 

and σ max, N are the smallest and largest singular val-

es of ˜ N and N , respectively; { ̄h k } represents the first L H elements

 h k } (the IIR of H ( q )) rescaled such that the FIR approximation

aintains the same DC gain as H ( q ). Accordingly, we get 

‖ �̂ e T ‖ 2 ≤ γT 

(
1 

σmin , ̃  N 

‖ e ‖ 2 + ‖ p ‖ 2 

)
;

γT 
� = σmax , N 

∥∥∥ L H ∑ 

k =0 

h̄ k q 
−k − H ( q ) 

∥∥∥
∞ 

(21) 

iven e, p and N from FPFBS, (21) shows that || �êT || 2 can be made

rbitrarily small by increasing L H (which, in general, reduces γ T ).

owever, notice that, for γ T � = 0, having a small σ
min , ̃  N 

can am-

lify the influence of || e || 2 on || �êT || 2 . Small σ
min , ̃  N 

typically oc-

urs when H ( q ) has NMP zeros, and n = E (i.e. L = 1) such that

he small singular values within H are passed to ˜ N [29] . The influ-

nces of L H and small σ
min , ̃  N 

on �e T are examined numerically in

ection 3.3 . 

.2.2. Analysis of recursion error 

Based on (11) , we can write 

N̄ 

T 
(
N̄ ̄p − x d 

)
= 0 ⇔ ⎡ ⎢ ⎣ 

N̄ 

T 
P N̄ 

T 
PC 0 

0 N̄ 

T 
C N̄ 

T 
CF 

0 0 N̄ 

T 
F 

⎤ ⎥ ⎦ 

⎛ ⎜ ⎝ 

⎡ ⎢ ⎣ 

N̄ P 0 0 

N̄ PC N̄ C 0 

0 N̄ CF N̄ F 

⎤ ⎥ ⎦ 

⎡ ⎣ 

p̄ P 

p̄ C 

p̄ F 

⎤ ⎦ −

⎡ ⎣ 

x d , P 

x d , C 

x d , F 

⎤ ⎦ 

⎞ ⎟ ⎠ 

= 0 

(22) 

he exact solution of p̄ C from (22) is given by 

¯  C = 

(
N̄ 

T 
C ̄N C 

)−1 
N̄ 

T 
C 

(
x d , C − N̄ PC ̄p P 

)
+ 

(
N̄ 

T 
C ̄N C 

)−1 
N̄ 

T 
CF ̄e F (23) 

ccordingly, the control-point error ( �p̄ C ) incurred in the current

review window by using the approximate solution in (12) is given

y 

p̄ C = −
(
N̄ 

T 
C ̄N C 

)−1 
N̄ 

T 
C ̄N PC �p̄ P + 

(
N̄ 

T 
C ̄N C 

)−1 
N̄ 

T 
CF ̄e F (24) 
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t consists of errors �p̄ P incurred in past preview windows as well

s errors incurred by ignoring the contributions of future infor-

ation in determining the current control points. As discussed in

ection 3.1 , only the first n up control points of the current pre-

iew window are updated. Let �p̄ up ,i represent the error incurred

n �p̄ C at update i ∈ Z 

+ ; it is given by 

p̄ up ,i = 

[
I n up 

0 

]
�p̄ C (25) 

herefore, the recursion error ( �e R, i ) accumulated at update i is

iven by 

e R , i = 

[
I L n up 

0 

](
N̄ PC �p̄ P + N̄ up �p̄ up ,i 

)
(26) 

here N̄ up is a matrix consisting of the first n up columns of N̄ C . Let

s partition the columns or rows of N̄ PC , �p̄ P , N̄ CF and ē F in terms

f past and future updates as 

N̄ PC = 

[
0 N̄ PC ,n b N̄ PC ,n b −1 · · · N̄ PC , 2 N̄ PC , 1 

]
p̄ P = 

[
· · · �p̄ 

T 
up ,i −n b 

�p̄ 

T 
up ,i −n b +1 · · · �p̄ 

T 
up ,i −1 

]T 

N̄ CF = 

[
N̄ 

T 
CF , 1 N̄ 

T 
CF , 2 · · · N̄ 

T 
CF ,n f −1 N̄ 

T 
CF ,n f 

0 

]T 

ē F = 

[
ē T i +1 ē T i +2 · · · ē T i + n f −1 ē T i + n f · · ·

]T 

n b 
� = � n r /n up  ; n f 

� = � L r / ( Ln up )  (27) 

he structure of N̄ PC and N̄ CF described in (27) arises from the fact

hey each have non-zero elements only on their top right corners,

ith n r columns and L r rows, as depicted in Fig. 3 ; hence only

mall subsets of �p̄ P and ē F affect �p̄ up ,i and �e R , i . Note that n b 
nd n f indicate the number of updates needed to fully account for

he contributions of the non-zero portions of N̄ PC and N̄ CF , respec-

ively. Based on (24) –( 27 ), �p̄ up ,i and �e R , i have discrete update

ynamics in i given by: 

p̄ up ,i = 

n b ∑ 

r=1 

A r �p̄ up ,i −r + 

n f ∑ 

r=1 

B r ̄e i + r 

�e R , i = 

n b ∑ 

r=0 

C r �p̄ up ,i −r (28) 

here 

 r = −
[
I n up 

0 

](
N̄ 

T 
C ̄N C 

)−1 
N̄ 

T 
C ̄N PC ,r ; ( r = 1 , 2 , . . . , n b ) 

B r = 

[
I n up 

0 

](
N̄ 

T 
C ̄N C 

)−1 
N̄ 

T 
CF ,r ; ( r = 1 , 2 , . . . , n f ) 

C r = 

{ [
I Ln up 

0 

]
N̄ up ; ( r = 0 ) [

I Ln up 
0 

]
N̄ PC ,r ; ( r = 1 , 2 , . . . , n b ) 

(29) 

otice that a necessary and sufficient condition for �e R to be

ounded as i progresses is that the eigenvalues of matrix M in
line approach to tracking control – With application to vibration- 
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Fig. 4. Comparison of tracking performance of the FPFBS method without trunca- 

tion to the tracking performance of the FPFBS method with various levels of trun- 

cation ( L H values) for: (a) extreme case where L = 1 ( n = E ), and (b) more-realistic 

case where L = 100 ( n = E /100). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Comparison of tracking performance of FPFBS (with no truncation) to LPFBS 

for various preview window lengths, L C. 

Fig. 6. Comparison of stable and unstable cases of LPFBS via (a) eigenvalues of M A , 

and (b) tracking error plots. 
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(30) lie within the unit circle [30] . 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

�p̄ up ,i −n b +1 

�p̄ up ,i −n b +2 

. . . 

�p̄ up ,i −1 

�p̄ up ,i 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

= M A 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

�p̄ up ,i −n b 

�p̄ up ,i −n b +1 

. . . 

�p̄ up ,i −2 

�p̄ up ,i −1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

+ 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

0 

. . . 

. . . 

0 

n f ∑ 

r=1 

B r ̄e i + r 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

M A 
� = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

0 I n up 
0 · · · 0 

0 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

. . . I n up 
0 

0 · · · 0 0 I n up 

A n b A n b −1 · · · A 2 A 1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

(30)

3.3. Numerical analysis 

In this section, the LPFBS method is numerically analyzed rela-

tive to the FPFBS method using the first order discrete-time system

studied in [4,20] ; it is given by 

H(q ) = K 

q − a 

q − b 
; K = 

1 − b 

1 − a 
( a � = 1) (31)

where K, a and b = 0.5 are the gain, zero and pole of the system,

respectively. To investigate the versatility in tracking performance

of the LPFBS method, simulations are performed with a ∈ [ −1.2,

1.2], excluding a = 1 for which H ( q ) is undefined. Notice that the

selected range of a accounts for MP systems, as well as hyperbolic

and non-hyperbolic NMP systems. Gain K is defined such that the

DC gain of the system is unity ( h ss = 1), and the sampling time is

specified to be T s = 10 −4 s. Following Ramani et al. [20] , x d is de-

fined as the double integral of a pseudo random binary sequence

acceleration signal of 1 s duration ( E = 10,0 0 0), with acceleration

limits = ± 10 4 mm/s 2 . All simulations are carried out using MAT-

LAB 8 ® on a Windows PC with Intel Core i5-2400 CPU and 8 GB

RAM; B-spline degree m = 5 is used in all simulations. 

Fig. 4 shows normalized RMS tracking errors of the FPFBS

method using ˜ N (i.e., e RMS ) in comparison with the normalized

RMS truncation errors ( �e T,RMS ) for various L H and a values. The

errors are normalized using εmax (the maximum value of e 
RMS 

Please cite this article as: M. Duan et al., A limited-preview filtered B-sp
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cross all the a values investigated). Fig. 4 (a) illustrates the ex-

reme case where L = 1 ( n = E ), while Fig. 4 (b) shows a more-

ypical case where L = 100 (i.e., n = E /100). Notice that, for both

ases, e RMS is fairly consistent across all values of a . This confirms

he versatility of the FPFBS (and other full-preview FBF approaches

using other basis functions) in tracking MP and NMP systems,

s also observed in [20,22] . Note that the slight improvement of

 RMS around a = 0.5 (relative to other values of a ) stems from the

act that H ( q ) → 1 (unity gain) as a → 0.5, hence making tracking

ontrol notably easy. With the truncated FPFBS, we see in both

ases that, as expected, �e T,RMS approaches zero as L H increases.

ne also observes that, even with truncation-induced errors, the

PFBS method largely retains the versatility of its tracking perfor-

ance for various values of a . Notice, however, from Fig. 4 (a), that

e T,RMS increases significantly for NMP systems relative to MP sys-

ems. This is caused by the presence of small σ
min , ̃  N 

in NMP sys-

ems when n = E , which amplifies truncation errors, as discussed in

ection 3.2.1 . However, in the more-typical situation where n � E ,

s in Fig. 4 (b), this problem is alleviated. Notice also that there

s a slight increase in �e T,RMS around a = 1. This stems from the

act that the scalar multiplier K of H ( q ) in (31) grows drastically

s a → 1 thus amplifying truncation errors; since, as explained in

ection 3.2.1 , the FIR approximation of length L H is re-scaled to

aintain the same DC gain as H ( q ). 

Fig. 5 compares the RMS tracking errors of the FPFBS method

i.e., e RMS ) to those of the LPFBS method (i.e., ē = e + �e T + �e R ),

ach normalized by the RMS value of x d , for various values of a

nd L C , with L = 100, L H = 20 and n up = 2. It can be seen that ē RMS

pproaches e RMS as L C is increased. Moreover, the LPFBS approach

emonstrates consistent tracking performance (much like FPFBS)

s a is varied. However, as discussed in Section 3.2.2 , care must be

aken to ensure that the recursion of LPFBS is stable. Fig. 6 com-

ares two cases of LPFBS – a stable case with n up = 2 and L C = 800,

nd an unstable case with n up = 2 and L C = 500; for both cases,

 = 1.2, L = 100 and L H = 20. Notice that the L C value of the un-

table case violates L C,min = 720, as stipulated by (14) . The stabil-
line approach to tracking control – With application to vibration- 
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Table 1 

Comparison of tracking performance and computational efficiency of LPFBS and FPFBS for various durations of 

desired trajectory. 

Duration of desired trajectory [s] 1 4 7 10 13 16 19 

Normalized RMS tracking error LPFBS [ ‰ ] 0.48 0.50 0.54 0.55 0.50 0.53 0.54 

FPFBS [ ‰ ] 0.46 0.46 0.49 0.50 0.47 0.49 N/A 

Total computation time LPFBS [ms] 7 18 41 75 113 190 272 

FPFBS [s] 0.5 3.5 9.8 23.7 206.5 1635.1 N/A 

Memory usage LPFBS [KB] 57 57 57 57 57 57 57 

FPFBS [MB] 9 131 397 807 1361 2060 N/A 
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Fig. 7. (a) Commercial desktop 3D printer (HICTOP Prusa i3); (b) CAD model of 

square block and (c) scale (CAD) model of US Capitol used for the purposes of this 

study. 

Fig. 8. Frequency response functions of print head relative to print platform for x - 

and y -axes of the 3D printer for various magnitudes of excitation input (accelera- 

tion). Least-squares curve fitting is used to identify the axis-level dynamics based 

on the 3.0 m/s 2 data. 
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ty situation of the two cases is predicted by the eigenvalues of

 A ( Fig. 6 (a)) and validated in time-domain tracking error plots

 Fig. 6 (b)), where x d,RMS is the RMS value of the desired trajectory,

 d . 

The tracking performance and computational efficiency of LPFBS

elative FPFBS (with no truncation) are compared in Table 1 for

ncreasing durations of desired trajectory x d (generated via dou-

le integration of a ± 10 4 mm/s 2 pseudorandom binary sequence

cceleration signal with increasing durations); in the simulations,

 = 1.2, L = 100, L H = 20 and L C = 800 are used. The normalized RMS

racking errors of LPFBS ( ̄e RMS / x d,RMS ) stay within 10% of that of

PFBS ( e RMS / x d,RMS ) in all cases investigated. Moreover, the to-

al computation time of the LPFBS method stays within 1.5% of

he total duration of x d , and its memory usage stays constant at

7 KB. However, the computational time and memory usage of the

PFBS method grows drastically with x d , causing the computer to

un out of memory when the duration of x d reaches 19 seconds.

his shows why the FPFBS method is unsuitable, while the LPFBS

ethod is suitable for online tracking control of systems with long

urations of x d , as in the 3D printing case study discussed in the

ollowing section. 

. Application to vibration-induced error compensation of a 

esktop 3D printer 

Commercial desktop 3D printers are designed with light, but

exible, structures and driven with stepper motors in order to re-

uce their cost, size and weight. Stepper motors are typically open-

oop controlled with no feedback measurements to help compen-

ate for un-modeled dynamics. As a result, parts manufactured

n such 3D printers suffer from surface waviness (aka. ringing or

hosting) and registration errors, caused by stepper motors skip-

ing counts, due to excessive vibration triggered by the motion

f the print head or build platform. Such vibration-induced errors

ot only mar the aesthetics of 3D printed parts, but often lead

o highly distorted and hence scrapped parts. The errors could be

itigated via active vibration control techniques. However, such

ontrol techniques require feedback sensors and high-sample-rate

eal-time control hardware, which are not commercially viable for

ow-cost desktop 3D printers. In this section, we demonstrate the

ffectiveness of feedforward control using LPFBS for online com-

ensation of vibration-induced errors of such 3D printers, without

acrificing productivity. 

.1. Experimental set-up: commercial desktop 3D printer 

Fig. 7 shows a commercially available desktop 3D printer

HICTOP Prusa i3) and two sample parts used in this paper to

emonstrate the compensation of vibration-induced errors based

n the LPFBS method. The motion of the printer’s build platform

s along the x -axis, while its print head moves along the y - and

- axes. All three axes of the printer are controlled by stepper mo-

ors, but the focus of this study is on controlling its x - and y- axis

otions which generate significant vibration, due to the printer’s

exible structure, as its print head and build platform move. Fig. 8
Please cite this article as: M. Duan et al., A limited-preview filtered B-sp
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hows the measured and curve fit x - and y -axis frequency response

unctions (FRFs) of the 3D printer. The FRFs are measured by ap-

lying swept sine acceleration signals (with amplitudes ranging

rom 1.5 m/s 2 to 3.0 m/s 2 ) to the printer’s stepper motors (each

aving 12.5 μm stepping resolution) and measuring the relative

cceleration of the build platform and print head using accelerom-

ters (PCB Piezotronics 393B05 and Kistler 8704B100). The reso-

ance peaks of the FRFs increase with decreasing input amplitude.

he curve fit models are generated using MATLAB 

®’s invfreqs func-

ion applied to the 3.0 m/s 2 data, in order to better compensate

or vibrations induced by more aggressive motions. The resulting

ransfer function are given in continuous-time and discrete-time

omains (via zero order hold equivalency, T s = 1 ms) as 

5 . 19 × 1 0 4 s 3 + 6 . 45 × 1 0 6 s 2 +2 . 60 × 1 0 9 s +8 . 58 × 1 0 10 

s 5 + 118 s 4 + 9 . 97 × 1 0 4 s 3 +7 . 33 × 1 0 6 s 2 +2 . 35 × 1 0 9 s +8 . 58 × 1 0 10 

⇒ 

0 . 026 q 4 − 0 . 048 q 3 − 0 . 003 q 2 + 0 . 048 q − 0 . 023 

q 5 − 4 . 792 q 4 + 9 . 274 q 3 − 9 . 060 q 2 + 4 . 466 q − 0 . 889 
(32) 
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Fig. 9. Comparison of photographs and measured surface profiles ( h ) of the highlighted surfaces of blocks printed using (a) baseline approach (no vibration compensation) 

and (b) LPFBS method (both with acceleration limit of 7 m/s 2 ). Vibration-induced surface waviness of baseline case is greatly attenuated using LPFBS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Surface roughness of 3D printed blocks comparing x - and y -axes commands 

generated using baseline (no vibration compensation) and LPFBS methods for dif- 

ferent acceleration limits (total printing time). 
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for the x -axis, and 

5 . 28 × 1 0 4 s 4 + 4 . 97 × 1 0 6 s 3 +5 . 73 × 1 0 9 s 2 +2 . 87 × 1 0 11 s +1 . 07 × 1 0 14 

s 6 + 166 s 5 + 1 . 83 × 10 5 s 4 + 1 . 64 × 10 7 s 3 +8 . 70 × 1 0 9 s 2 +3 . 37 × 1 0 11 s +1 . 07 × 1 0 14 

⇒ 

0 . 026 q 5 − 0 . 073 q 4 + 0 . 047 q 3 + 0 . 045 q 2 − 0 . 068 q + 0 . 023 

q 6 − 5 . 672 q 5 + 13 . 56 q 4 − 17 . 48 q 3 + 12 . 83 q 2 − 5 . 076 q + 0 . 8473 
(33)

for the y -axis. Unity DC gain is enforced in the identified trans-

fer functions to accurately represent the DC response of stepper

motors. Notice that the discrete-time transfer functions for the x

axis is non-hyperbolic (with a zero at q = –1.0 0 0); most advanced

tracking control methods cannot handle non-hyperbolic systems

[20] . Moreover, the y axis has a poorly damped zero (at q =
–0.976, very close to the unit circle) which also poses a challenge

for model-inversion-based tracking controllers [1,5] . 

To identify the FRFs and implement the LPFBS method, the

printer’s proprietary motion controller is bypassed. Instead, axis-

level motion (i.e., step and direction) commands are sent to the

printer’s stepper motors at 1 kHz sampling rate using a real-time

controller (dSPACE DS1007 and DS5203) via stepper motor drives

(Pololu DRV8825). The real-time controller reads a G-code file

(generated using Cura TM software package) and parses the G-code

information into axis-level motion commands, emulating motion

command generators of 3D printers. The motion commands are

then optimized using the LPFBS method following the procedure

outlined in Section 3 . 

4.2. Case study I: mitigation of surface waviness of 3D printed part 

The square block model shown in Fig. 7 (b) is printed using

the 3D printer of Fig. 7 (a) with different acceleration limits im-

posed on the motion commands (while maintaining the feedrate

at 60 mm/s for all cases). For each case, the part is printed us-

ing the uncompensated motion commands (as the baseline ap-

proach), as well as the motion commands compensated through

feedforward control via the LPFBS method with n up = 28, n C = 56,

L C = 952, L H = 384, m = 5 and L = 17. It can be verified that the se-

lected preview horizon satisfies the minimum horizon condition in

(14) and the eigenvalues of corresponding M A lie within the unit

circle. The LPFBS parameters are chosen such that acceptable track-

ing performance is achieved without overly increasing the compu-

tational cost. Fig. 9 (a) and (b) show the blocks printed using the

two methods (both using acceleration limit of 7 m/s 2 ), and the

3D surface profile, h , of the highlighted surfaces, measured using

a laser displacement sensor (Keyence LK G-10). Notice that the

vibration-induced surface waviness of the baseline case is signif-

icantly reduced by the LPFBS method. Fig. 10 compares the surface

roughness (RMS h values) of blocks printed using different accel-

eration limits. Observe that the surface quality of the baseline ap-

proach deteriorates significantly at higher acceleration limits com-

pared to that of the LPFBS method, which stays relatively consis-

tent for all acceleration limits investigated. Note that the baseline

approach achieves slightly better surface roughness than the com-

pensated case when the lowest acceleration limit of 1 m/s 2 is used.
Please cite this article as: M. Duan et al., A limited-preview filtered B-sp

induced error compensation of a 3D printer, Mechatronics (2017), http
his result is attributed to modeling errors between the fit and

easured FRFs, which are particularly large at lower levels of ac-

eleration (as shown Fig. 8 ). From a practical standpoint, however,

he slight loss of performance at 1 m/s 2 pales in comparison with

he large gains in precision at higher acceleration levels, especially

onsidering that higher acceleration levels are preferable because

hey reduce printing time. 

.3. Case study II: mitigation of registration errors in 3D printed part 

The scale model of the US Capitol, shown in Fig. 7 (c), is

rinted to demonstrate the common problem of vibration-induced

egistration errors in 3D printed parts, and the ability of the

PFBS method to mitigate them. The part is printed using the

aseline approach (no vibration compensation) and the LPFBS

ethod (using the same set of parameters as used in Case study

), with different acceleration limits, while keeping the feedrate at

0 mm/s. As shown in Table 2 , registration errors occur with the

aseline case as the acceleration limit is increased above 3 m/s 2 ,

ausing severe distortion of the printed parts. However, the parts

rinted using the LPFBS method do not exhibit such registration

rrors. As a result, the LPFBS method enables quality prints at

uch shorter printing times compared to the baseline case. 

To explain the reason for the registration errors, Fig. 11 com-

ares the measured x -axis acceleration between print head and

uild platform for the baseline approach and LPFBS method (both

ith 7 m/s 2 acceleration limit). Notice that, even though the ac-

eleration of the motion command is limited to 7 m/s 2 (excepts

or a few spikes here and there due to short distance travels), the

ctual acceleration of the baseline case turns out to be more than

ouble this limit, because the build platform’s motion heavily ex-

ites the resonance modes of the machine. The excessive vibra-

ion (i.e., acceleration) causes inertial loads that exceed the holding

orque of the motors, hence they skip counts and lose track of their

osition. On the other hand, the LPFBS method compensates the
line approach to tracking control – With application to vibration- 
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Table 2 

3D printed models of US Capitol using different acceleration limits (which influences total printing time). The LPFBS method eliminates the 

registration errors observed in the baseline case at higher acceleration limits; the feedrate is 60 mm/s for all cases. 

Fig. 11. (a) Acceleration profile of x -axis reference command. (b) On-machine 

measurement of x-axis acceleration. Dashed lines indicate the acceleration limit 

(7 m/s 2 ) imposed. 
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ibration and maintains actual acceleration levels that are closer

o the desired limit, hence avoiding the registration errors. 

. Conclusion and future work 

A limited-preview filtered B-spline (LPFBS) approach is pro-

osed to minimize errors in tracking long-duration desired tra-

ectories which may or may not be entirely known a priori. The

eedforward control input to a stable linear system is decomposed

nto B-spline basis functions and is locally optimized within pre-

efined preview horizons (windows) by exploiting the local prop-

rty of B-splines. Compared to the traditional full-preview filtered

-spline (FPFBS) approach, the proposed LPFBS approach has sig-

ificantly lower computational cost and can thus be implemented

nline, even when the entire desired trajectory is unknown. It

s shown analytically and numerically that the parameters of the

PFBS method can be selected to keep its tracking performance

egradation relative to FPFBS bounded and arbitrarily small. The

PFBS method is also shown, numerically, to preserve the versa-

ility of the FPFBS method in tracking arbitrary desired trajecto-

ies applied to minimum and non-minimum phase systems. The

ractical benefits of the LPFBS method are demonstrated via on-
Please cite this article as: M. Duan et al., A limited-preview filtered B-sp

induced error compensation of a 3D printer, Mechatronics (2017), http
ine feedforward compensation of vibration-induced errors of a

ommercial stepper-motor-driven desktop 3D printer. Compared to

aseline cases without feedforward compensation, the proposed

PFBS method is shown to significantly reduce surface waviness

nd eliminate registration errors of 3D printed parts, thus allowing

he production of high quality parts at higher speed (i.e., shorter

anufacturing time). Future work will seek to extend the LPFBS

pproach to time-varying linear systems, which are common in

ractice, e.g., as 3D printer dynamics change with build height;

onstraint handling and robustness to variations in plant dynam-

cs will also be investigated. 
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